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• Discrete Random Variables.

• Probability Mass Functions.

• Cumulative Distribution Functions.

• Discrete R.V. (Mean and Variance).

• Continuous Random Variables.

• Probability Density Functions.

• Continuous R.V. (Mean and Variance).

• Joint Probability Distributions.
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Chapter 2: Random Variable

Probability and Statistics
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Continuous R. V. (1/3)

Probability and Statistics

Continuous Random Variable:

If the range space 𝑅𝑋 of the random variable 𝑋 is an 

interval or a collection of intervals, 𝑋 is called a continuous 

random variable.

A continuous random variable has a probability of 0 of 

assuming exactly any of its values. Consequently, its 

probability distribution cannot be given in tabular form.
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Continuous R. V. (2/3)

Probability and Statistics

Example:

If we talk about the probability of selecting a person who is 

at least 163 centimeters but not more than 165 centimeters 

tall. Now we are dealing with an interval rather than a point 

value of our random variable.
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Continuous R. V. (3/3)

Probability and Statistics
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Prob. Density Functions (1/6)

Probability and Statistics

Probability Density Function
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Prob. Density Functions (2/6)

Probability and Statistics

Definite Integral:

න
𝒂

𝒃

𝒇 𝒙 𝒅𝒙 = 𝑭 𝒃 − 𝑭 𝒂

න
𝟏

𝟑

𝒙𝟐 𝒅𝒙

න
𝟏

𝟑

𝒙𝟐 𝒅𝒙 =
𝒙𝟑

𝟑
𝟏

𝟑

=
𝟑𝟑

𝟑
−

𝟏𝟑

𝟑
= 𝟗 −

𝟏

𝟑
=
𝟐𝟔

𝟑
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Prob. Density Functions (3/6)

Probability and Statistics

Example1:

Suppose that 𝒇 𝒙 = 𝒆−𝒙 for 𝒙 > 0
Check the probability density function, then determine the 

following probabilities:

1. 𝑃 𝑋 < 1
2. 𝑃 1 ≤ 𝑋 < 2.5
3. 𝑃 𝑋 = 3
4. 𝑃 𝑋 ≥ 3
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Prob. Density Functions (4/6)

Probability and Statistics

Example1 – Answer (1/5)

Check the probability density function:

න

𝟎

∞

𝒆−𝒙 𝒅𝒙

න

𝟎

∞

𝒆−𝒙 𝒅𝒙 = −𝒆−𝒙 ฬ
∞
0

= −𝒆−∞ − −𝒆𝟎 = 𝟎 + 𝟏 = 𝟏
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Prob. Density Functions (4/6)

Probability and Statistics

Example1 – Answer (2/5)

1) 𝑷 𝑿 < 1

𝑷 𝑿 < 1 = න

𝟎

𝟏

𝒆−𝒙 𝒅𝒙 = −𝒆−𝒙 ቤ
𝟏
0

= −𝒆−𝟏 − −𝒆𝟎

= −𝟎. 𝟑𝟔𝟕𝟖𝟕𝟗 + 𝟏 = 𝟎. 𝟔𝟑𝟐𝟏𝟐𝟏
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Prob. Density Functions (4/6)

Probability and Statistics

Example1 – Answer (3/5)

2) 𝑷 𝟏 ≤ 𝑿 < 𝟐. 𝟓

𝑷 𝟏 ≤ 𝑿 < 𝟐. 𝟓 = න

𝟏

𝟐.𝟓

𝒆−𝒙 𝒅𝒙 = −𝒆−𝒙 ቤ
𝟐. 𝟓
1

= −𝒆−𝟐.𝟓 − −𝒆−𝟏 = −𝟎. 𝟎𝟖𝟐𝟎𝟖𝟓 + 𝟎. 𝟑𝟔𝟕𝟖𝟕𝟗

= 𝟎. 𝟐𝟖𝟓𝟕𝟗𝟒
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Prob. Density Functions (4/6)

Probability and Statistics

Example1 – Answer (4/5)

3) 𝑷 𝑿 = 𝟑

𝑷 𝑿 = 3 = 𝟎
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Prob. Density Functions (4/6)

Probability and Statistics

Example1 – Answer (5/5)

4) 𝑷 𝑿 ≥ 𝟑

𝑷 𝑿 ≥ 3 = න

𝟑

∞

𝒆−𝒙 𝒅𝒙 = −𝒆−𝒙 ฬ
∞
3

= −𝒆−∞ − −𝒆−𝟑

= 𝟎 + 𝟎. 𝟎𝟒𝟗𝟕𝟖𝟕 = 𝟎. 𝟎𝟒𝟗𝟕𝟖𝟕
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Prob. Density Functions (5/6)

Probability and Statistics

Example2:

Suppose that the error in the reaction temperature, in ℃
(Celsius), for a controlled laboratory experiment is a 

continuous random variable X having the probability 

density function

(a) Verify that 𝑓(𝑥) is a density function.

(b) Find 𝑃(0 < 𝑋 ≤ 1). 
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Prob. Density Functions (6/6)

Probability and Statistics

Example2 – Answer (1/2)

Check the probability density function:

න

−1

2
𝑥2

3
𝒅𝒙

න

−1

2
𝑥2

3
𝒅𝒙 =

𝑥3

9
ቤ
2
−1

=
(2)3

9
−

−1 3

9
=
8

9
+
1

9
= 𝟏
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Prob. Density Functions (6/6)

Probability and Statistics

Example2 – Answer (2/2)

2) 𝑷 𝟎 < 𝑿 ≤ 𝟏

𝑷 𝟎 < 𝑿 ≤ 𝟏 = න

0

1
𝑥2

3
𝒅𝒙 =

𝑥3

9
ቤ
1
0

=
(1)3

9
−

0 3

9
=
1

9
+
0

9
=
𝟏

𝟗
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Cumulative Distribution Fun. (1/4)
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Cumulative Distribution Fun. (2/4)
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Example1:

Find the cumulative distribution function 𝐹(𝑥) and use it 

to evaluate 𝑃(0 < 𝑋 ≤ 1).

Cumulative Distribution Fun. (3/4)
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Example1 – Answer (1/3)

Find the cumulative distribution function 𝐹 𝑥

𝐹 𝑥 = න

−∞

𝑥
𝑢2

3
𝒅𝒖 = න

−1

𝑥
𝑢2

3
𝒅𝒖 =

𝑢3

9
ฬ
𝑥
−1

=
(𝑥)3

9
−

−1 3

9

=
𝑥3

9
+
1

9
=
𝑥3 + 1

9

Cumulative Distribution Fun. (4/4)
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Example1 – Answer (1/3)

Find the cumulative distribution function 𝐹 𝑥

𝐹 𝑥 = න

−∞

𝑥
𝑢2

3
𝒅𝒖 = න

−1

𝑥
𝑢2

3
𝒅𝒖 =

𝑢3

9
ฬ
𝑥
−1

=
(𝑥)3

9
−

−1 3

9

=
𝑥3

9
+
1

9
=
𝑥3 + 1

9

Cumulative Distribution Fun. (4/4)
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Example1 – Answer (2/3)

Find the cumulative distribution function 𝐹(𝑥)

𝐹 𝑥 = න

−∞

𝑥
𝑢2

3
𝒅𝒖 = න

−1

𝑥
𝑢2

3
𝒅𝒖 =

𝑢3

9
ฬ
𝑥
−1

=
(𝑥)3

9
−

−1 3

9

=
𝑥3

9
+
1

9
=
𝑥3 + 1

9

Cumulative Distribution Fun. (4/4)
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Example1 – Answer (2/3)

Find the cumulative distribution function 𝐹 𝑥

Cumulative Distribution Fun. (4/4)
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Example1 – Answer (2/3)

Find the cumulative distribution function 𝐹 𝑥

Cumulative Distribution Fun. (4/4)



26© Ahmed Hagag Probability and Statistics

Example1 – Answer (3/3)

Find the cumulative distribution function 𝐹(𝑥) and use it 

to evaluate 𝑃(0 < 𝑋 ≤ 1).

𝐹 𝑥 =
𝑥3 + 1

9

𝑃 0 < 𝑋 ≤ 1 = 𝐹 1 − 𝐹 0 =
2

9
−
1

9
=
1

9

Cumulative Distribution Fun. (4/4)
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Mean and Variance (1/3)

Probability and Statistics
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Mean and Variance (2/3)

Example1:

Find the expected value of 𝑋, 𝐸(𝑋) and the variance 𝑉 𝑋 .
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Mean and Variance (3/3)

Example1 – Answer (1/3)

Find the expected value of 𝑋, 𝐸(𝑋) and the variance 𝑉 𝑋 .

𝐸 𝑋 = න

−∞

∞

𝑥𝑓(𝑥) 𝑑𝑥
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Mean and Variance (3/3)

Example1 – Answer (1/3)

Find the expected value of 𝑋, 𝐸(𝑋) and the variance 𝑉 𝑋 .

𝐸 𝑋 = න

−∞

∞

𝑥𝑓(𝑥) 𝑑𝑥 = න

−1

2
𝑥3

3
𝑑𝑥 = ቤ

𝑥4

12

2

−1
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Mean and Variance (3/3)

Example1 – Answer (1/3)

Find the expected value of 𝑋, 𝐸(𝑋) and the variance 𝑉 𝑋 .

𝐸 𝑋 = න

−1

2
𝑥3

3
𝑑𝑥 = ቤ

𝑥4

12

2

−1
=

2 4

12
−

−1 4

12
=
15

12
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Mean and Variance (3/3)

Example1 – Answer (2/3)

Find the expected value of 𝑋, 𝐸(𝑋) and the variance 𝑉 𝑋 .

𝐸 𝑋2 = න

−1

2
𝑥4

3
𝑑𝑥 = ቤ

𝑥5

15

2

−1
=

2 5

15
−

−1 5

15
=
33

15
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Mean and Variance (3/3)

Example1 – Answer (3/3)

Find the expected value of 𝑋, 𝐸(𝑋) and the variance 𝑉 𝑋 .

𝐸 𝑋 =
15

12

𝐸 𝑋2 =
33

15

𝑉 𝑋 = 𝐸 𝑋2 − 𝐸 𝑋
2
=
33

15
−

15

12

2

= 0.6375
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Mean and Variance (3/3)

Example1 – Answer (3/3)

Find the expected value of 𝑋, 𝐸(𝑋) and the variance 𝑉 𝑋 .

𝐸 𝑋 =
15

12

𝐸 𝑋2 =
33

15

𝑉 𝑋 = 𝐸 𝑋2 − 𝐸 𝑋
2
=
33

15
−

15

12

2

= 0.6375

Standard Deviation (𝜎)

= 0.6375 = 0.798
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Joint Probability Distributions

Probability and Statistics

Definition:

If 𝑋 and 𝑌 are two random variables, the probability 

distribution that defines their simultaneous behavior is 

called a joint probability distribution.
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Joint Prob. Mass Fun. (1/11)

Probability and Statistics

Joint Probability Mass Function:

If 𝑋 and 𝑌 are two discrete random variables, the joint 

probability mass function is denoted as 𝑓𝑋𝑌 𝑥, 𝑦 , satisfies

1) 𝑓𝑋𝑌 𝑥, 𝑦 ≥ 0

2) ෍

𝑋

෍

𝑌

𝑓𝑋𝑌 𝑥, 𝑦 = 1

3) 𝑓𝑋𝑌 𝑥, 𝑦 = 𝑃(𝑋 = 𝑥, 𝑌 = 𝑦)
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Joint Prob. Mass Fun. (2/11)

Probability and Statistics

Example1:

A coin is tossed two times. Calculate the joint probability 

mass function of the discrete random variables 𝑋 and 

𝑌, where 𝑋 denote the number of heads appear and 

𝑌 denote the number of tails appear.
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Joint Prob. Mass Fun. (2/11)

Probability and Statistics

Example1 – Answer (1/2)

𝑆 = 𝐻𝐻,𝐻𝑇, 𝑇𝐻, 𝑇𝑇
𝑋 2 1 1 0
𝑌 0 1 1 2

number of heads

number of tails



39© Ahmed Hagag Probability and Statistics

Example1 – Answer (2/2)

𝑆 = 𝐻𝐻,𝐻𝑇, 𝑇𝐻, 𝑇𝑇
𝑋 2 1 1 0
𝑌 0 1 1 2

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0

Joint Prob. Mass Fun. (2/11)

number of heads

number of tails

joint probability mass function 𝒇𝑿𝒀 𝒙, 𝒚
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2:

A coin is tossed two times. Calculate the joint probability 

mass function of the discrete random variables 𝑋 and 

𝑌, where 𝑋 denote the number of heads appear and 

𝑌 denote the number of tails appear.

Find: 

1) 𝑓𝑋𝑌 1,2 = 𝑃 𝑋 = 1, 𝑌 = 2

2) 𝑓𝑋𝑌 2,0 = 𝑃 𝑋 = 2, 𝑌 = 0

3) 𝑃 𝑋 = 1, 𝑌 ≤ 2
4) 𝑃 𝑌 = 2
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2 – Answer (1/4)

Find: 

1) 𝑓𝑋𝑌 1,2 = 𝑃 𝑋 = 1, 𝑌 = 2

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2 – Answer (1/4)

Find: 

1) 𝑓𝑋𝑌 1,2 = 𝑃 𝑋 = 1, 𝑌 = 2 = 0

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2 – Answer (2/4)

Find: 

2) 𝑓𝑋𝑌 2,0 = 𝑃 𝑋 = 2, 𝑌 = 0

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2 – Answer (2/4)

Find: 

2) 𝑓𝑋𝑌 2,0 = 𝑃 𝑋 = 2, 𝑌 = 0 = 1/4

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2 – Answer (3/4)

Find: 

3) 𝑃 𝑋 = 1, 𝑌 ≤ 2

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2 – Answer (3/4)

Find: 

3) 𝑃 𝑋 = 1, 𝑌 ≤ 2 = 0 +
2

4
+ 0 =

2

4

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2 – Answer (4/4)

Find: 

4) 𝑃 𝑌 = 2

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (3/11)

Probability and Statistics

Example2 – Answer (4/4)

Find: 

4) 𝑃 𝑌 = 2 =
1

4
+ 0 + 0 =

1

4

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (4/11)

Probability and Statistics

Marginal Probability Distributions

The marginal distributions of the random variable 𝑋 alone is:

𝑓𝑋 𝑥 =෍

𝑦

𝑓𝑋𝑌 (𝑥, 𝑦)

The marginal distributions of the random variable 𝑌 alone is:

𝑓𝑌 𝑦 =෍

𝑥

𝑓𝑋𝑌 (𝑥, 𝑦)
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Joint Prob. Mass Fun. (5/11)

Probability and Statistics

Example3:

A coin is tossed two times. Calculate the joint probability 

mass function of the discrete random variables 𝑋 and 

𝑌, where 𝑋 denote the number of heads appear and 

𝑌 denote the number of tails appear.

Find: 

1) 𝑓𝑋 𝑥

2) 𝑓𝑌 𝑦
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Joint Prob. Mass Fun. (5/11)

Probability and Statistics

Example3 – Answer (1/4)

Find: 

1) 𝑓𝑋 𝑥

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (5/11)

Probability and Statistics

Example3 – Answer (1/4)

Find: 

1) 𝑓𝑋 𝑥

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0

𝒇𝑿 𝒙 𝟏/𝟒 𝟐/𝟒 𝟏/𝟒
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Joint Prob. Mass Fun. (5/11)

Probability and Statistics

Example3 – Answer (2/4)

Find: 

1) 𝑓𝑋 𝑥

𝑥 𝟎 𝟏 𝟐

𝒇𝑿 𝒙 𝟏/𝟒 𝟐/𝟒 𝟏/𝟒
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Joint Prob. Mass Fun. (5/11)

Probability and Statistics

Example3 – Answer (3/4)

Find: 

2) 𝑓𝑌 𝑦

𝒚 𝒙 𝟎 𝟏 𝟐

𝟎 0 0 1/4

𝟏 0 2/4 0

𝟐 1/4 0 0
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Joint Prob. Mass Fun. (5/11)

Probability and Statistics

Example3 – Answer (3/4)

Find: 

2) 𝑓𝑌 𝑦

𝒚 𝒙 𝟎 𝟏 𝟐 𝒇𝒀 𝒚

𝟎 0 0 1/4 𝟏/𝟒

𝟏 0 2/4 0 𝟐/𝟒

𝟐 1/4 0 0 𝟏/𝟒
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Joint Prob. Mass Fun. (5/11)

Probability and Statistics

Example3 – Answer (4/4)

Find: 

2) 𝑓𝑌 𝑦

𝒚 𝟎 𝟏 𝟐

𝒇𝒀 𝒚 𝟏/𝟒 𝟐/𝟒 𝟏/𝟒



Video Lectures

https://www.youtube.com/playlist?list=PLxIvc-MGOs6gW9SgkmoxE5w9vQkID1_r-All Lectures: 

Lecture #5:  https://www.youtube.com/watch?v=8X8D20NdSK4&list=PLxIvc-

MGOs6gW9SgkmoxE5w9vQkID1_r-&index=6

57© Ahmed Hagag Probability and Statistics

https://www.youtube.com/watch?v=crwvc-eW8t8&list=PLxIvc-

MGOs6gW9SgkmoxE5w9vQkID1_r-&index=7

From 00:36:40

https://www.youtube.com/playlist?list=PLxIvc-MGOs6gW9SgkmoxE5w9vQkID1_r-
https://www.youtube.com/watch?v=8X8D20NdSK4&list=PLxIvc-MGOs6gW9SgkmoxE5w9vQkID1_r-&index=6
https://www.youtube.com/watch?v=8X8D20NdSK4&list=PLxIvc-MGOs6gW9SgkmoxE5w9vQkID1_r-&index=6
https://www.youtube.com/watch?v=crwvc-eW8t8&list=PLxIvc-MGOs6gW9SgkmoxE5w9vQkID1_r-&index=7
https://www.youtube.com/watch?v=crwvc-eW8t8&list=PLxIvc-MGOs6gW9SgkmoxE5w9vQkID1_r-&index=7


Dr. Ahmed Hagag
ahagag@fci.bu.edu.eg
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